1. Abstract nonsense

In this lecture, I will freely state some topological and analytical facts. In a companion lecture, I will give the complete proofs of the facts needed in a concrete setting. Most of these facts follow from high-power general theorems that may use, for example, Zorn’s lemma, the Deus-ex-machina of choice in point-set topology. Of course, in concrete situations, one should never have to use that. If I can figure them out, I will give the concrete proofs instead of referring to general theorems. But also, we will not have time or inclination to discuss that promised lecture in class. So basically, just take these facts at face-value, only one of them contains anything important.

A good reference for point-set topology and basic analysis, as well as measure theory and probability, is Dudley’s monograph, [3]. Other books on analysis are Royden [6], Kelley [5], Choquet [1], and Dunford and Schwartz [2], and Simon [7].

Let $\Omega = \{+1, -1\}$. The only thing that is important for us about this set is that it can be considered as a compact metric space. Namely, let the metric be $d_1(\sigma, \sigma') = \frac{1}{2}|\sigma - \sigma'|$. Then this leads to the discrete topology: every one of the four possible subsets of $\Omega$ is both open and closed. Of course, every set is also measurable. Let $\mathcal{M}_1(\Omega)$ be the set of all Borel probability measures on $\Omega$.

Let us introduce some notation now. Note that $\mathcal{M}_1(\Omega)$ is isomorphic to $[0, 1]$. Namely, given $p \in [0, 1]$, define $\alpha_p \in \mathcal{M}_1(\Omega)$ such that

$$\alpha_p\{+1\} = p \quad \text{and} \quad \alpha_p\{-1\} = 1 - p.$$ 

Since we are considering $\Omega$ as a compact metric space, we can ask what are the continuous functions into $\mathbb{R}$. They are all functions. In this case $\mathcal{C}(\Omega)$, is isomorphic to $\mathbb{R}^2$. Namely,
a continuous function is given by a pair \((f(1), f(-1))\), The topology on \(C(\Omega)\) is the sup-norm topology. So \(\|f - g\|_{\infty} = \max\{|f(1) - g(1)|, |f(-1) - g(-1)|\}\).

Let \(\mathcal{M}_\pm(\Omega)\) denote the set of signed measures. So for \(\mu \in \mathcal{M}_\pm(\Omega)\), one has that \(\mu\{+1\}\) and \(\mu\{-1\}\) are arbitrary numbers in \(\mathbb{R}\). Thus \(\mathcal{M}_\pm(\Omega)\) is also isomorphic to \(\mathbb{R}^2\). Given \(\mu \in \mathcal{M}_\pm(\Omega)\) and \(f \in C(\Omega)\), one can define a pairing

\[
\langle f, \mu \rangle = \int f \, d\mu = f(1)\mu\{+1\} + f(-1)\mu\{-1\}.
\]

As vectors, this is the inner-product. One puts the weak topology on \(\mathcal{M}_\pm(\Omega)\). This means that a sequence \(\mu_1, \mu_2, \ldots \in \mathcal{M}_\pm(\Omega)\) converges to a measure \(\mu \in \mathcal{M}_\pm(\Omega)\) if and only if, for each \(f \in C(\Omega)\), one has

\[
\lim_{n \to \infty} \int f \, d\mu_n = \int f \, d\mu.
\]

Of course, on a finite-dimensional vector space like \(\mathbb{R}^2\), essentially all nondegenerate topologies are equivalent. But this is not true for infinite-dimensional vector spaces.

For each \(N \in \mathbb{Z}_{>0}\), let \(\Omega^N\) be the usual product space. Also, define a metric \(d_N(\cdot, \cdot)\) on \(\Omega^N\) by

\[
d_N(\sigma, \sigma') = \sum_{n=1}^{N} 2^{-n}|\sigma_n - \sigma'_n|,
\]

for \(\sigma = (\sigma_1, \ldots, \sigma_N)\) and \(\sigma' = (\sigma'_1, \ldots, \sigma'_N)\) in \(\Omega^N\). Then, once again, the topology associated to this metric is discrete. All sets are open and closed. Let \(\mathcal{M}_1(\Omega^N), C(\Omega^N)\) and \(\mathcal{M}_\pm(\Omega^N)\) be the sets of all Borel probability measures on \(\Omega^N\), all continuous functions from \(\Omega^N\) to \(\mathbb{R}\), and all signed Borel measures on \(\Omega^N\). Of course, in this case, because the topology is discrete, all measures are Borel, and all functions are continuous. Given \(p \in [0, 1]\), define \(\alpha_p^\otimes N \in \mathcal{M}_1(\Omega^N)\) to be the product measure. In other words,

\[
\alpha_p^\otimes N \{\sigma\} = \prod_{n=1}^{N} \alpha_p\{\sigma_n\}.
\]

There is, of course, a better way of saying this. If \(X = (X_1, \ldots, X_N) \in \Omega^N\) is random and distributed according to \(\alpha_p^\otimes N\), then this is exactly the same as that \(X_1, \ldots, X_N\) are i.i.d. and distributed by \(\alpha_p\). So we will say \(\alpha_p^\otimes N\) is an i.i.d. product measure.

Let \(\Omega^\infty\) be the set of all infinite sequences \(\sigma = (\sigma_1, \sigma_2, \ldots)\) with all \(\sigma_1, \sigma_2, \ldots \in \Omega\). Let \(\Omega^\infty\) have the product topology. This means the following. For each \(N \in \mathbb{Z}_{>0}\), let \(\phi_N : \Omega^\infty \to \Omega^N\) be the standard projection, \(\phi_N(\sigma) = (\sigma_1, \ldots, \sigma_N)\) for \(\sigma \in \Omega^\infty\). Then the product topology on \(\Omega^\infty\) is the smallest/weakest/coarsest topology such that each of the maps \(\phi_N\) is continuous. In other words, a sub-base of the topology is given by the set of all sets: for \(N \in \mathbb{Z}_{>0}\) and \((\sigma'_1, \ldots, \sigma'_N) \in \Omega^N\), the set \(\phi_N^{-1}\{\{\sigma'_1, \ldots, \sigma'_N\}\} = \{\sigma \in \Omega^\infty : \sigma_n = \sigma'_n\} for n = 1, \ldots, N\}. In the context of measure theory, we might be comfortable calling these “cylinder sets”. Recall that the definition of sub-base for a topology means that a base for the topology is given by all finite intersections of sets in the sub-base. The definition of base for a topology means that all open sets are arbitrary unions of sets in the sub-base.

**Fact 1.** With the topology given, \(\Omega^\infty\) is a compact topological space. More than this it is metrizable, meaning that there is a metric such that the associated metric topology is the
same as the product topology. Specifically, let
\[
d(\sigma, \sigma') = \sum_{n=1}^{\infty} 2^{-n} |\sigma_n - \sigma'_n|.
\]
Then this is a good metric, compatible with the topology on \(\Omega^\infty\).

We let \(\mathcal{C}(\Omega^\infty)\) denote the Banach space of all continuous functions from \(\Omega^\infty\) to \(\mathbb{R}\), with the sup-norm. Let \(\mathcal{M}_1(\Omega^\infty)\) denote the set of all Borel probability measures on \(\Omega^\infty\). The good topology on \(\mathcal{M}_1(\Omega^\infty)\) is the weak topology. Let us again define the pairing between \(f \in \mathcal{C}(\Omega^\infty)\) and \(\mu \in \mathcal{M}_1(\Omega^\infty)\),
\[
\langle f, \mu \rangle = \int_{\Omega^\infty} f \, d\mu.
\]
The weak topology on \(\mathcal{M}_1(\Omega^\infty)\) is the smallest/weakest/coarsest topology on \(\mathcal{M}_1(\Omega^\infty)\) such that the map \(\langle f, \cdot \rangle : \mathcal{M}_1(\Omega^\infty) \to \mathbb{R}\) is continuous for each \(f \in \mathcal{C}(\Omega^\infty)\). This has nice features.

**Fact 2.** \(\mathcal{M}_1(\Omega^\infty) \subset \mathcal{M}_\pm(\Omega^\infty)\), with the weak topology, is compact and metrizable.

Note that \(\mathcal{M}_1(\Omega^\infty)\) has a convex structure: if \(\mu_1\) and \(\mu_2\) are both probability measures, and if \(\theta \in (0, 1)\), then of course \(\theta \cdot \mu_1 + (1 - \theta)\mu_2\) is also a probability measure. Recall the definition of an extreme point of a convex set \(C\). It is a point \(x \in C\) such that for any \(\theta \in (0, 1)\), the only \(y, z \in C\) solving the identity \(x = \theta \cdot y + (1 - \theta)z\) are \(y = z = x\). Also, given a set \(A\) in a convex topological space, recall the definition of the closed convex hull:
\[
ech(A) := \operatorname{cl}\left\{ x : \exists N \in \mathbb{Z}_{>0}, \exists x_1, \ldots, x_N \in A, \exists \theta_1, \ldots, \theta_N \in [0, 1] \text{ such that } \theta_1 + \cdots + \theta_N = 1 \text{ and } x = \theta_1 x_1 + \cdots + \theta_N x_N \right\},
\]
where \(\operatorname{cl}(E) = \overline{E}\) is the closure operation.

**Fact 3.** Let \(K\) be a compact, convex subset of \(\mathcal{M}_1(\Omega^\infty)\). Then \(K\) is a subset of the closed convex hull of its extreme points.

### 2. De Finetti’s Theorem

Suppose that \(\pi : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0}\) is an injection. Then we can define a mapping \(\pi_* : \Omega^\infty \to \Omega^\infty\) such that
\[
\pi_*(\sigma) = (\sigma_{\pi(1)}, \sigma_{\pi(2)}, \ldots).
\]

**Fact 4.** The mapping \(\pi_* : \Omega^\infty \to \Omega^\infty\) is continuous. Therefore, the mapping from \(\mathcal{M}_1(\Omega^\infty)\) to \(\mathcal{M}_1(\Omega^\infty)\) given by \(\mu \mapsto \mu \circ \pi_*^{-1}\) is (weakly) continuous.

**Definition 2.1** A measure \(\mu \in \mathcal{M}_1(\Omega^\infty)\) is called “exchangeable” if
\[
\mu = \mu \circ \pi_*^{-1},
\]
for every injection \(\pi : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0}\).
Theorem 2.2 (de Finetti) Let \( \mu \in \mathcal{M}_1(\Omega^\infty) \) be an exchangeable measure. Then there is a unique \( \rho \in \mathcal{M}_1([0, 1]) \) such that

\[
\mu \circ \phi^{-1}_N(\cdot) = \int_0^1 \alpha_p^\otimes N(\cdot) \, d\rho(p),
\]

for each \( N \in \mathbb{Z}_{>0} \).

3. The Choquet-theoretic proof

The argument of this section is due to Hewitt and Savage [4]. Let \( K \) be the set of all exchangeable measures in \( \mathcal{M}_1(\Omega^\infty) \). It is obvious that \( K \) is convex because the condition

\[
\mu = \mu \circ \pi^{-1}_\ast
\]

is linear in \( \mu \), if it can be proved that \( \mu \circ \pi^{-1}_\ast(\cdot) = 0 \) for each injection \( \pi : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0} \).

Lemma 3.1 \( \mathcal{E}'(K) \subseteq \{ \alpha_p^{\otimes \infty} : p \in [0, 1] \} \).

Proof. Suppose \( \mu \in \mathcal{E}'(K) \). Then one of three things happens:

1. \( \mu \circ \phi^{-1}_1(\{+1\}) = 1 \);
2. \( \mu \circ \phi^{-1}_1(\{+1\}) = 0 \); or
3. \( 0 < \mu \circ \phi^{-1}_1(\{+1\}) < 1 \).

It is easy to see that (1) implies \( \mu = \alpha_1^{\otimes \infty} \), and (2) implies \( \mu = \alpha_0^{\otimes \infty} \). Let us prove this, because it is also a warm-up for the argument for case (3).

Suppose \( \mu \) satisfies (1). Suppose \( N \in \mathbb{Z}_{>0} \) and \( (\sigma_1, \ldots, \sigma_N) \in \Omega^N \) is anything other than \((+1, \ldots, +1)\). Then we want to prove that \( \mu \circ \phi^{-1}_N(\{(\sigma_1, \ldots, \sigma_N)\}) = 0 \). That family of conditions would be sufficient to prove that \( \mu \circ \phi^{-1}_N(\{(+1, \ldots, +1)\}) = 1 \). Moreover, proving that for each \( N \in \mathbb{Z}_{>0} \) is precisely equivalent to: \( \mu = \alpha_1^{\otimes \infty} \). Therefore, let \( k_1 \) be the first index in \([1, N]\) such that \( \sigma_{k_1} = -1 \). Then, define the injection \( \pi : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0} \) by \( \pi(1) = k_1, \pi(2) = N + 1, \pi(3) = N + 2, \ldots \). By exchangeability and (1), \( \mu \circ \pi^{-1}_\ast \circ \phi^{-1}_1(\{-1\}) = \mu \circ \phi^{-1}_1(\{-1\}) = 0 \).

But clearly, \( \pi^{-1}_\ast \circ \phi^{-1}_1(\{-1\}) \supseteq \phi^{-1}_N(\{(\sigma_1, \ldots, \sigma_N)\}) \), so this proves just what we wanted. A symmetric argument works for case (2).

Suppose \( \mu \) satisfies (3). Let \( \pi : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0} \) be the injection \( \pi(n) = n + 1 \), for each \( n \in \mathbb{Z}_{>0} \). Define two new measures \( \mu_1, \mu_2 \in \mathcal{M}_1(\Omega^\infty) \) by

\[
\mu_1(\cdot) = \frac{\mu(\phi^{-1}_1(\{+1\}) \cap \pi^{-1}(\cdot))}{\mu \circ \phi^{-1}_1(\{+1\})} \quad \text{and} \quad \mu_2(\cdot) = \frac{\mu(\phi^{-1}_1(\{-1\}) \cap \pi^{-1}(\cdot))}{\mu \circ \phi^{-1}_1(\{-1\})},
\]

which are well-defined because of (3). Obviously

\[
\mu = \mu \circ \phi^{-1}_1(\{+1\}) \cdot \mu_1 + \mu \circ \phi^{-1}_1(\{-1\}) \cdot \mu_2,
\]

which is a convex combination with \( \theta = \mu \circ \phi^{-1}_1(\{+1\}) \in (0, 1) \). Therefore, since \( \mu \) is supposed to be extremal in \( K \), if it can be proved that \( \mu_1, \mu_2 \in K \), it will follow that \( \mu_1 = \mu_2 = \mu \). But indeed, it is easy to see that \( \mu_1, \mu_2 \in K \). For, if \( \pi_1 : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0} \) is any injection, defining \( \pi_2 : \mathbb{Z}_{>0} \to \mathbb{Z}_{>0} \) so that \( \pi_2(1) = 1 \) and \( \pi_2(n + 1) = \pi_1(n) \) for all \( n \in \mathbb{Z}_{>0} \), it is easy to see that

\[
\phi^{-1}_1(\{+1\}) \cap \pi^{-1} \circ \pi^{-1}_1(\cdot) = \pi^{-1}_2(\phi^{-1}_1(\{+1\}) \cap \pi^{-1}(\cdot)).
\]
Therefore,
\[
\mu_1 \circ \pi_1^{-1}(\cdot) = \frac{\mu(\phi_1^{-1}\{+1\} \cap \pi^{-1} \circ \pi_1^{-1}(\cdot))}{\mu \circ \phi_1^{-1}\{+1\}}
\]
\[
= \frac{\mu \circ \pi_2^{-1}(\phi_1^{-1}\{+1\} \cap \pi^{-1}(\cdot))}{\mu \circ \phi_1^{-1}\{+1\}}
\]
\[
= \frac{\mu(\phi_1^{-1}\{+1\} \cap \pi^{-1}(\cdot))}{\mu \circ \phi_1^{-1}\{+1\}} \quad \text{(by exchangeability of } \mu)\]
\[
= \mu_1(\cdot).
\]
A symmetric argument works for \(\mu_2\) (or observe that by linearity, if \(\mu, \mu_1 \in K\), it must be that \(\mu_2 \in K\)).

Therefore, \(\mu_1 = \mu_2 = \mu\). This means that \(\mu = \alpha_p \otimes \mu \circ \pi^{-1}\), for \(p = \mu \circ \phi_1^{-1}\{+1\}\) and
\(\pi : \mathbb{Z}_+ \rightarrow \mathbb{Z}_+\) the injection above. But, using exchangeability and iterating the argument, this implies that \(\mu = \alpha_p^\infty\). \(\square\)

For each injection, \(\pi : \mathbb{Z}_+ \rightarrow \mathbb{Z}_+\), the set \(\{\mu : \mu = \alpha_p^\infty\}\) is closed in \(\mathcal{M}_1(\Omega^\infty)\). (in part because \(\mu \mapsto \mu \circ \pi^{-1}\) is continuous). The intersection of an arbitrary family of closed sets is closed. Therefore, \(K\) is closed. So it is a closed subset of the compact set \(\mathcal{M}_1(\Omega^\infty)\). Therefore, it is compact. Therefore, it is a compact, convex subset of \(\mathcal{M}_1(\Omega^\infty)\). So by Fact 4, \(K\) is the closed convex hull of its extreme points. What this literally means is that, for any \(\mu \in K\), there is a sequence of measures \(\rho_1, \rho_2, \ldots \in \mathcal{M}_1([0, 1])\), each of which is purely atomic with finite support, such that
\[
\mu(\cdot) = \lim_{n \to \infty} \int_0^1 \alpha_p^\infty(\cdot) d\rho_n(p).
\]
But this is not the type of representation one wants: one does not want to know merely that \(\mu\) is a limit point of a sequence of mixtures of i.i.d. product measures; one wants to prove that \(\mu\) is an i.i.d. product measure.

**Fact 5.** The mapping from \(\mathcal{M}_1([0, 1])\) to \(\mathcal{M}_1(\Omega^\infty)\), given by
\[
\rho \mapsto \int_0^1 \alpha_p^\infty(\cdot) d\rho(p),
\]
is a homeomorphism onto its image.

Before finishing the Hewitt and Savage proof of de Finetti’s theorem, let us mention that there is an alternative, somewhat more constructive proof, which uses Doob’s reversed martingale convergence theorem, and Kolmogorov’s extension principle.

Let us state another fact, which we will need next lecture.

**Fact 6.** For each \(M, N \in \mathbb{Z}_+\), with \(M \leq N\), define \(\phi_N^M : \Omega^N \rightarrow \Omega^M\) by \(\phi_N^M(\sigma_1, \ldots, \sigma_N) = (\sigma_1, \ldots, \sigma_M)\). Suppose there is a sequence of measures \(\mu_1, \mu_2, \ldots\), such that \(\mu_N \in \mathcal{M}_1(\Omega^N)\) for each \(N \in \mathbb{Z}_+\) which is consistent in the sense that
\[
\mu_N \circ (\phi_N^M)^{-1} = \mu_M
\]
for each \(M \leq N\). Then there is a unique measure \(\mu \in \mathcal{M}_1(\Omega^\infty)\), such that \(\mu_N = \mu \circ \phi_N^{-1}\) for each \(N\).
Now for the proof of de Finetti’s theorem. Suppose that \( \rho_1, \rho_2, \ldots \) is a sequence, as above. Then, since \( \mathcal{M}_1([0,1]) \) is compact, there is a convergent subsequence, which, without loss of generality, we may take to be the original sequence. By continuity,

\[
\mu(\cdot) = \int_0^1 \alpha_{\rho}(\cdot) \, dp(\rho),
\]

where \( \rho = \lim_{n \to \infty} \rho_n. \) But by invertibility, there is no other choice for such a \( \rho \) than this one.
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Math 585 - topics in mathematical physics - fall 2006 mathematics of mean field spin glasses and the replica method lecture 1: introduction to classical spin systems.


F. E. Schroeck, Jr. The dequantization programme for stochastic quantum mechanics.

Mathematics. Surprising geometry emerges in the study of fluid jets. In this image, a vertical jet is deflected into a horizontal sheet by a horizontal impactor. At the sheet’s edge, fluid flows outward along bounding rims that collide to create fluid chains.

An undergraduate degree in mathematics provides an excellent basis for graduate work in mathematics or computer science, or for employment in such mathematics-related fields as systems analysis, operations research, or actuarial science. Because the career objectives of undergraduate mathematics majors are so diverse, each undergraduate's program is individually arranged through collaboration between the student and his or her faculty advisor.